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Abstract

A kinetic model has been developed to describe the behavior of semicrystalline polymer interfaces. In these systems, the competition

between interdiffusion and crystallization drives the overall transport. The crystallization rate is based on the Avrami equation, in which the

Avrami exponent and the crystallization rate constant as a function of temperature and blend composition are determined by in situ optical

microscopy and differential scanning calorimetry. The mutual diffusion coefficient is obtained by using the fast mode theory. The predicted

density profiles as a function of position are used to extract the interfacial widths, which are affected by molecular weight, equilibrium degree

of crystallinity, and temperature. At low temperatures, the crystallization rate is fast, and the crystals present near the interface hinder the

interdiffusion, causing the interfacial width to be small. At high temperatures, the crystallization is much slower, and interdiffusion dominates

crystallization. The model predictions are compared with interfacial behavior observed by transmission electron microscopy and small angle

X-ray scattering in a system composed of polyethylene and isotactic polypropylene and the agreement with the experiments is satisfactory.

q 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Polymer interfaces are scientifically exciting and have

industrial relevance due to extensive applications involving

artificial organs, aircraft bodies, and electronic materials

[1]. A detailed understanding of polymer interfaces is

necessary to control processing and design materials with

tailored properties. Polymer interfaces, particularly in

amorphous polymer systems, have been widely studied

using both simulation and experiment [2–15], and relation-

ships have been derived between molecular properties

(entanglements, architecture) and interfacial properties

(interfacial width, fracture strength). For example, it has

been proposed that the interfacial strength in amorphous

polymer systems increases with interfacial width [1,16–18]

when the molecular weight exceeds the critical entangle-

ment molecular weight (Mc).

Based on their interfacial behavior, polymer interfaces
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can be classified as symmetric, asymmetric, and semicrys-

talline [1]. In symmetric interfaces, both polymers are

identical, and the interfacial behavior is solely controlled by

self-diffusion, which affects the interfacial width. Wool et

al. [1,19] derived a scaling law for the interfacial thickness

(w) using the minor chain reptation model [20]. At times

less than the reptation time, Tr, interdiffusion is obstructed

by the neighboring chains, and the interfacial width as a

function of time (t) is given as follows.

wZ 1:6 Rg

t

Tr

� �1=4

(1)

here Rg is the radius of gyration. As tOTr, the minor chains

escape from the barrier, and are free to move across the

interface. At this stage, the interfacial width depends on the

self-diffusion coefficient, Ds (ww2(Dst)
1/2), and Eq. (1) is

replaced by

wZ 1:6 Rg

t

Tr

� �1=2

(2)

In asymmetric polymer interfaces, the interfacial width is
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strongly dependent on the compatibility of the two

components. Helfand et al. [21–23] used a self-consistent

field theory to predict the behavior of immiscible polymer

interfaces. The theory is based on the balance between

immiscibility, which forces the two materials apart, and

incompressibility, which resists the separation. In this

theory, the interfacial width can be expressed as

wN ¼
2csffiffiffiffiffiffi
6c

p (3)

here, wN is the interfacial width (for polymers of infinite

molecular weight), cs is the segment length, and c is the

segmental interaction parameter. Anastasiadis et al. [24]

expanded on this idea by utilizing the molecular weight

dependence of the interfacial tension, which is related to the

interfacial width. They found that interfacial tension

increases with molecular weight, while the interfacial

width decreases with molecular weight. Broseta et al. [25]

proposed a mean field model to predict the interfacial width

of asymmetric polymer interfaces with finite molecular

weight (see Eq. (4)).

wZwN 1C ln 2
1

cNA

C
1

cNB

� �� �
(4)

here Ni is the degree of polymerization of component i. The

correction due to finite molecular weight is based on

entropic concerns, and the interfacial width becomes

broader. It is important to note that Eq. (4) is valid only

when the volume fraction of either component is w0.5.

Broseta et al. [25] also studied the effect of polydispersity on

interfacial behavior by assuming a bimodal molecular

weight distribution. They found that small chains favor

accumulation at the interface due to the small interfacial

tension. When the polymer chains on either side of the

interface are very long, these effects can be ignored.

Chaturvedi et al. [26] also proposed a mean field model for

the c dependence of interfacial width in incompatible

systems.

w ¼
cs

ffiffiffi
2

p

3cc

c

cc

K1

� �K1=2

(5)

here cc is the c value at the critical temperature. The

interfacial width predicted by their mean field model is in

quantitative agreement with that measured by ion-beam

methods based on nuclear reaction analysis [26].

Stamm and Schubert [27] compared the predictions of

various interfacial width models with interfacial widths

measured by several experimental techniques, such as

neutron and X-ray reflectivity, interfacial tension measure-

ments, and nuclear reaction analysis. They concluded that

the theoretical interfacial widths are always smaller than

experimentally measured interfacial width due to some

ignored contributions in the theories, such as concentration

fluctuations, chain end effects, distorted chain confor-

mation, polydispersity, and initial roughness.
In contrast, semicrystalline polymer interfaces have not

received as much attention, both theoretically and exper-

imentally. In semicrystalline polymer systems, in addition

to interdiffusion and miscibility, crystallization affects the

interfacial behavior. Several researchers have shown that

interfacial behavior depends on the location of nucleation

[28,29]. At low temperature, nucleation occurs at the

interface, which acts as a barrier for interdiffusion, and the

interfacial width is small. At high temperature, nucleation is

far away from the interface, and interdiffusion dominates

crystallization, leading to a large interfacial width. More-

over, volume contraction due to the crystallization may

provide free volume for interdiffusion [30,31].

Kumar and Yoon [32–34] predicted the interfacial width

of compatible semicrystalline polymer systems by a lattice

model. By an assumption that crystallization causes phase

separation, they found that the interfacial width is strongly

dependent on the segmental interaction parameter, and the

relationship is shown in Eq. (6)

wf
3

ðKcÞ1=2
(6)

This relationship is similar to Eq. (3) for amorphous

polymer systems, but both equations can only be used in the

limit of compatibility of components.

The focus of this paper is the development of a kinetic

model to understand the behavior of semicrystalline

polymer interfaces in which crystallization, miscibility

and interdiffusion are taken into account. The overall goal

is to understand the effect of the competition between

crystallization and interdiffusion on interfacial behavior,

and identify how molecular properties influence interfacial

performance in these systems. The semicrystalline polymer

system of interest is made of isotactic polypropylene (iPP)

and linear low-density polyethylene (PE). Since this study is

focused on the effects of interdiffusion and crystallization on

interfacial behavior, annealing temperatures between the

melting temperatures of the two polymers were chosen so

that only iPP crystallizes during processing.
2. Theory
2.1. Crystallization

The kinetics of isothermal crystallization for a homo-

polymer is expressed by the Avrami equation [35–37]

fc Z 1K expðKktmÞ (7)

here, fc is the volume fraction of crystals, k is the

crystallization rate constant, and m is the Avrami exponent.

The Avrami parameters, m and k, can be obtained by

plotting ln(Kln(1Kfc)) versus lnt at isothermal crystal-

lization conditions. It has been proposed that in the iPP/PE

blend system, PE dilutes the iPP nucleation [38–40], and
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that the viscosity of PE slows down the iPP chain mobility

toward the crystallization front [39]. Thus as the PE fraction

in the blend increases, the iPP crystallization rate decreases.

During crystallization, nucleation occurs, followed by

spherulite growth. Both processes are temperature depen-

dent. A general expression for crystal growth proposed by

Lauritzen and Hoffman [41] is used.

G� ¼ G �
o exp K

U�

RðTc KTNÞ

� �
exp K

Kg

fTcDT

� �
(8)

here, G* is the crystal growth rate, Go* is a constant, U* is

the activation energy for polymer diffusion, R is the gas

constant, Tc is the crystallization (or annealing) temperature,

TN is the reference temperature, Kg is the nucleation rate

constant, DT is the degree of supercooling (ZTo
mKTc,

where To
m is the melting temperature of an infinitely thick

crystal), and f ¼ 2Tc=ðTc þ To
mÞ. In the Lauritzen–Hoffman

theory, at the beginning of crystal growth, the chains diffuse

to the crystallization front, and create secondary nuclei,

which spread over the substrate or crystal surface, and

complete a new layer of lamellae. The parameter Kg in Eq.

(8) can be expressed as

Kg Z
jbosseT

o
m

kBDhf
(9)

Here, bo is the width of the folded chains, s and se are the

fold surface and lateral surface free energy respectively, kB
is the Boltzmann constant, Dhf is the heat of fusion, and j is a
constant based on the three regimes of crystallization

kinetics, which depends on the degree of supercooling [41–

43]. In the blend, due to the dilution of the nucleation and

the change in viscosity, the parameters U* and Kg in Eq. (8)

are affected.

Based on the exponential expression for crystal growth

(Eq. (8)), we assume the temperature and composition

dependence of k as

kZ a exp
c

RðT KTNÞ

� �
½expðbfiPPÞK1� (10)

here, T is the annealing temperature, fiPP is the volume

fraction of iPP in the blend, and a, b, and c are constants.

The composition dependence of k has been chosen to

account for the barrier to crystallization due to the dilution.

Thus, when fiPP in the blend is zero, which means that there

is only amorphous PE in the system, k is zero, and no

crystallization occurs.
2.2. Interdiffusion

In asymmetric polymer interfaces, both polymers are

dissimilar, and the compatibility of the two materials affects

the interdiffusion. The interdiffusion coefficient, or the

mutual diffusion coefficient, D, of an asymmetric polymer

system can be deduced by relating the Flory–Huggins

equation [44] with the chemical potential gradient, and D is
given by [45,46]

DZ 2fAfBDTðcs KcÞ (11)

here, fi is the volume fraction of component i, DT is the

transport coefficient, which is composition dependent, and

cs is the value of c at the spinodal, which is given by

cs Z
1

2

1

NAfA

C
1

NBfB

� �
(12)

the expression for DT is based on the relative mobility of the

two components. In the slow mode theory [46], the slower

moving component dominates the mutual diffusion coeffi-

cient, and Eq. (11) is given by

DZ
NADANBDB

NADAfA CNBDBfB

� �

!
fB

NA

C
fA

NB

K2fAfBc

� �
(13)

here, DA and DB are the self-diffusion coefficients. In

contrast, the fast mode theory [2,45] assumes the mutual

diffusion coefficient is dominated by the faster moving

component, and is given by

DZ ðfBNADA CfANBDBÞ

!
fB

NA

C
fA

NB

K2fAfBc

� �
(14)

It has been observed that many asymmetric amorphous

polymer systems exhibit interdiffusion behavior consistent

with the fast mode theory [2,15,47–52]. The fast mode

theory has also been used to model interdiffusion in a

polymer system in which one component crystallizes [53].

The self-diffusion coefficients, DA and DB, both depend

on molecular weight and temperature [54]. In general, for

polymers with molecular weights exceeding the entangle-

ment molecular weight, the diffusion coefficient depends on

molecular weight (M) as shown in Eq. (15).

Dif
1

M2
(15)

In our model, the self-diffusion coefficients of iPP (DiPP)

and PE (DPE) are extracted from the data published by Gell

et al. [55] and Tirrell [54], respectively.

DiPP Z 2:1!10K4 MK2 ðcm2=sÞ (16)

DPE Z 9:0!10K1 MK2 ðcm2=sÞ (17)

In Eqs. (16) and (17), DiPP and DPE were measured at

50 8C and 176 8C, respectively. Since the diffusion coeffi-

cients are a function of temperature, the Arrhenius

expression is used to model the temperature dependence

of DiPP and DPE [56] as shown below.

Difexp
KDEi

RT

� �
(18)
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here, DEi is the activation energy of component i. The

activation energy of PE and iPP are reported as 22.3 kJ/mol

[54] and 39 kJ/mol [57] respectively.
2.3. Kinetics of semicrystalline polymer interdiffusion at

interfaces

The model describes the kinetics of diffusion of

semicrystalline polymers across an interface. In this

model, one of the polymers is amorphous, and the other is

semicrystalline. The bilayer thickness is L. Initially, the two

polymers are separated into two domains (each of thickness

0.5L), and the degree of crystallinity of iPP is zero,

indicating that the crystals are eliminated by annealing

above the melting temperature prior to any interdiffusion.

This is a one dimensional, fixed boundary problem, and the

three components in the system are the volume fractions of

amorphous PE (v1a), amorphous iPP (v2a) and crystalline

iPP (v2c).

The expression for the rate of change of crystalline iPP is

given by

vv2c
vt

ZmktmK1 expðKktmÞ (19)

This equation directly arises from the Avrami equation

(see Eq. (7)) and expresses the crystallization rate of iPP.

The rate of change of the amorphous iPP is controlled by

two terms: an interdiffusion term and a phase change (from

amorphous to crystalline) term. The mutual diffusion

coefficient is based on the fast mode theory as shown in

Eq. (14). We have characterized the phase behavior of the

iPP/PE system by small angle X-ray scattering [58] and

extracted the temperature dependence of c as shown below.

cZK0:0367C
16:01

T
(20)

thus, the rate of change of amorphous iPP can be written as

vv2a
vt

Z
v

vx
D
vv2a
vx

� �
K

vv2c
vt

(21)

The interfacial behavior is affected by both interdiffusion

and crystallization. Thus, the volume fraction of amorphous

iPP increases due to the interdiffusion process and

simultaneously decreases because of the formation of iPP

crystals. Eq. (21) models this competition. The interdiffu-

sion of amorphous iPP is modeled using a Fickian equation

with a composition-dependent mutual diffusion coefficient,

and the decrease of amorphous of iPP is simply taken from

Eq. (19). Initially, iPP and PE are amorphous and divided

into two separated regions. Therefore, the initial conditions

are as follows:

At tZ 0; 0!x%
L

2
; v1a Z 1; v2a Z v2c Z 0 (22)
L

2
!x%L; v2a Z 1; v2c Z 0; v1a Z 0 (23)

At the outer boundary, no flux boundary conditions are

imposed.

At xZ 0 and xZ L;
vv1a
vx

Z
vv2a
vx

Z 0 (24)

This completes the formulation of the problem, which

contains a moving interface. The distance, x, is then

normalized by the bilayer thickness.

xZ
x

L
(25)

thus, Eq. (21) is transformed as

vv2a
vt

Z
1

L2
v

vx
D
vv2a
vx

� �
K

vv2c
vt

(26)

The initial and boundary conditions are also transformed

as shown below.

At tZ 0; 0!x%
1

2
; v1a Z 1; v2a Z v2c Z 0 (27)

1

2
!x%1; v2a Z 1; v2c Z 0; v1a Z 0 (28)

At xZ 0 and xZ 1;
vv1a
vx

Z
vv2a
vx

Z 0 (29)
2.4. Solution technique

The system of equations, Eq. (19) and Eqs. (26)–(29), are

solved numerically by using the Crank–Nicholson method

[59] to transform the differential equations to linear

algebraic equations. The system of algebraic equations

was re-written in a tri-diagonal form and solved using the

Thomas algorithm [60]. The time step (Dt) in the simulation

is 1 s. An adaptive spatial step (Dx) is used with DxZ1 Å

for distances within 300 nm of the interface and DxZ10 Å

for distances beyond 300 nm from the interface.
3. Experimental section
3.1. Materials and blend preparation

Linear low density of polyethylene (Exceede mLLDPE,

Exxon Mobil) of molecular weight �MnZ32; 400 with a

polydispersity index of 3.1 and isotactic polypropylene

(Achievee 3854, Exxon Mobil) of molecular weight �MnZ
47; 500 with a polydispersity index of 3.2 were used in this

study. The melting temperature of PE and iPP, determined

by differential scanning calorimetry (DSC) (Perkin Elmer

DSC-7, Shelton, CT) with a scanning rate of 10 8C/min, are

117 and 153 8C, respectively. To make iPP/PE blends of

different compositions, respective amounts of PE and iPP
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were cooled by liquid nitrogen, and mixed and ground

together in a freezer mill (SPEX, CertiPrep 6756, NJ).
3.2. Optical microscopy (OM)

A Nikon optical microscope (Eclipse ME 600L, JP) in

the reflected mode was used to study the crystallization rate.

Blends were pressed and melted by a Carver press (Wabash,

IN) at 190 8C for 30 min to eliminate the crystals, and the

thickness of the films is w500 nm. The blend samples were

then annealed at specific temperatures on a hot stage (Fryer,

A200, IL), and the images of the spherulites were captured

by a CCD camera (KP-M2, Hitachi, JP) as a function of

time.
3.3. DSC

DSC was used to measure the degree of crystallinity of

blends. Samples (w8 mg) were sealed in aluminum sample

pans (Perkin Elmer DSC-7, Shelton, CT) and melted in the

Carver press to eliminate the crystals prior to the

measurement. An oven (Fisher Scientific, Isotemp 506G,

Pittsburgh, PA) was used to anneal the blends to the

crystallization equilibrium.

The calorimetric studies were performed in the DSC up

to a temperature of 180 8C at a heating rate of 10 8C/min.

The enthalpy changes (Dh) during the process can be

analyzed by the area under the heat flow curve, and the

degree of crystallinity was calculated as

Xe Z
Dh

Dhf
(30)

here, Xe is the degree of crystallinity of the blends at

crystallization equilibrium. The heat of fusion of iPP is

209 J/g [61].
Fig. 1. Degree of crystallinity of iPP/PE blends annealed at 130 8C. The

linear fit shows a slope of w0.5.
3.4. Relationship between areal density of spherulites and

degree of crystallinity

After the images were taken, the area occupied by the

spherulites was analyzed by Image J (v1.31, National

Institutes of Health, Bethesda, MD), and the volume

fraction of the crystals was correlated to the area fraction

of the crystals (Ac) using a dimensional factor, a.

fc ZaAc Za
area occupied by crystals

total area
(31)

In Eq. (31), a can be estimated by DSC. At equilibrium,

the degree of crystallinity of iPP homopolymer measured by

DSC is w0.50, i.e. fcZ0.5, and the crystals observed by

OM are contained totally in the plane (AcZ1). Thus, a can

be calculated by Eq. (31), and is equal to 0.5. It is instructive

to point out that a is related to an intrinsic property of the

material, i.e. the equilibrium degree of crystallinity of iPP.
4. Results and discussion
4.1. Effect of blend composition and temperature on the

crystallization rate constant

Fig. 1 shows the degree of crystallinity (from DSC) as a

function of blend composition. The samples were annealed

at 130 8C. This data shows that with increasing iPP

composition in the blend, the degree of crystallinity

increases linearly with a slope of w0.5, indicating that

only iPP crystallizes in the blend and a is a function of blend

composition. In order to account for this behavior in the

simulation, we add a constraint as shown in Eq. (32).

v2c
v2a Cv2c

%Xe (32)

Eq. (32) implies that only iPP crystallizes in the blend,

and the overall degree of crystallinity depends on the iPP

blend composition. As the crystallization reaches equili-

brium, the interfacial behavior only depends on the

interdiffusion.

The isothermal crystallization kinetics was analyzed by

using a modified form of Eq. (7) to obtain the Avrami

exponent and rate constant (see previous section).

v2c Za½1KexpðKktmÞ� (33)

To obtain the crystallization rate constant as a function of

blend composition, the blend samples were annealed

isothermally at 130 8C. At this temperature, the degree of

supercooling is large, and crystallization is fast. Fig. 2

shows k as a function of blend composition. As the blend

composition increases, k decreases. Using the experimental

data, the parameter b in Eq. (10) can be extracted (see Table

1). In order to obtain the temperature dependence,

isothermal crystallization studies of iPP homopolymer

were performed at different temperatures (Fig. 3). Eq. (10)

was used to analyze the data with the reference temperature,

TN, being taken as To
m (To

mZ186:2 8C [62]). From this data,



Fig. 2. The crystallization rate constant (k) as a function of iPP volume

fraction under conditions of isothermal crystallization at 130 8C. The solid

line is the curve fit by using Eq. (10).

Fig. 3. The crystallization rate constant (k) of iPP homopolymer as a

function of temperature. The linear fit shows the relationship between the

rate constant and the degree of supercooling.
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the temperature dependence of k can be quantified and the

constants a and c can be extracted (see Table 1). Thus, the

crystallization rate constant as a function of both tempera-

ture and iPP volume fraction is obtained.

The Avrami exponent (m) in this study is assumed to be

independent of blend composition, which means m is only a

function of temperature. Table 2 shows the Avrami

exponents for different temperatures. In Table 2,m increases

with increasing temperature, indicating that the mechanism

of crystallization shifts from instantaneous nucleation to

homogeneous nucleation [63].
4.2. Kinetics of interdiffusion

The simulations provide concentration profiles of

amorphous iPP and PE and crystalline iPP as a function of

position and time near the interface. The effect of polymer

molecular weight, equilibrium degree of crystallinity, and

temperature on the interfacial behavior was investigated.

Fig. 4 shows the change of volume fraction of the various

components with time. The original polymer–polymer

interface is located at 5000 Å. In the plots, we only show

the region between 4800–5200 Å since there is no change

outside this range. Fig. 4(a) and (b) show the profiles of

amorphous PE and iPP respectively. We observe that PE

and iPP interdiffuse with increasing time, and that PE

diffuses faster than iPP (evidenced by the change of volume

fraction on the iPP-rich and the PE-rich sides in Fig. 4(a))

due to the larger self-diffusion coefficient of PE, which

favors the mutual diffusion coefficient on the PE-rich side.
Table 1

The parameters of the crystallization rate constant k (Eq. (10))

Constant Value

a 1!10K7 (1/sm)

b 6.7

c 18.1 (kJ/mol)
The volume fraction of crystalline iPP is shown in Fig. 4(c).

For times below 1 h, there is no significant increase in the

number of crystals. Crystals could be observed only after

w4 h of diffusion. The volume fraction of crystals is larger

on the iPP side than at the interface because amorphous PE

slows down the crystallization rate.

The effect of molecular weight on the volume fraction of

iPP and PE at the interface is shown in Fig. 5. We assume

that the crystallization is independent of molecular weight,

but the diffusion coefficients, including DiPP (Eq. (16)), DPE

(Eq. (17)) and mutual diffusion coefficient, D (Eq. (14)), are

affected by molecular weight. Fig. 5(a) and (b) show that,

after 12 h of interdiffusion, the interfacial width becomes

broader as the molecular weight decreases because of larger

self-diffusion coefficients. Besides, low molecular weight

favors the entropic term (cs) in Eq. (11), which also

enhances the mutual diffusion coefficient. As expected, the

volume fraction of crystalline iPP in Fig. 5(c) is not a

function of molecular weight.

The effect of Xe, which is the equilibrium degree of

crystallinity of iPP, on the interfacial behavior was also

investigated. Fig. 6(a) and (b) show the volume fraction of

amorphous PE and iPP at the interface respectively for

different values of Xe after 12 h of interdiffusion. The

interfacial width slightly decreases with increasing Xe

because the volume fraction of crystals at the interface is

larger as Xe increases (Fig. 6(c)), which hinders the

interdiffusion. In Fig. 6(c), the degree of crystallinity in

the iPP-rich region also increases with Xe.
Table 2

Avrami exponent as a function of temperature

Temperature (8C) m

120 2.0

130 2.3

140 2.5

150 2.9



 

 

Fig. 4. Evolution of iPP/PE interfacial width with time (TZ140 8C; NiPPZ
NPEZ1000; XeZ0.5). (a) Volume fraction of amorphous PE (t increases

from right to left: 10 min; 30 min; 1 h; 4 h; 12 h). (b) Volume fraction of

amorphous iPP (t increases from right to left: 10 min; 30 min; 1 h; 4 h;

12 h). (c) Volume fraction of crystalline iPP (t increases from left to right:

1 h; 4 h; 12 h).

Fig. 5. Effect of molecular weight on iPP/PE interfacial behavior (tZ12 h;

TZ140 8C; XeZ0.5). (a) Volume fraction of amorphous PE. (b) Volume

fraction of amorphous iPP. (c) Volume fraction of crystalline iPP. In these

figures, N increases from left to right: 100; 1000; 10000.
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The interfacial behavior as a function of temperature is

shown in Fig. 7. As the temperature increases, the mutual

diffusion coefficients also increase, which increases the
interfacial width. This effect can be observed in Fig. 7(a). As

the temperature increases from 120–160 8C, a higher

number of PE chains diffuse into the iPP-rich region after

8 h of interdiffusion. It is instructive to point out that at



 

 

 
 

 

Fig. 6. EffectofXe on iPP/PE interfacial behavior (tZ12 h;TZ140 8C;NiPPZ
NPEZ1000). (a) Volume fraction of amorphous PE (Xe increases from left to

right: 0.2; 0.3; 0.4; 0.5; 0.6). (b) Volume fraction of amorphous iPP (Xe

increases from top to bottom: 0.2; 0.3; 0.4; 0.5; 0.6). (c) Volume fraction of

crystalline iPP (Xe increases from bottom to top: 0.2; 0.3; 0.4; 0.5; 0.6).

 
 

 

Fig. 7. Effect of temperature on interfacial behavior (tZ8 h; NPEZ1157;

NiPPZ1131; XeZ0.5). (a) Volume fraction of amorphous PE (T increases

from right to left: 120; 130; 140; 150; and 160 8C). (b) Volume fraction of

amorphous iPP. (c) Volume fraction of crystalline iPP (T increases from top

to bottom: 120; 130; 140; 150; and 160 8C).
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160 8C, both polymers are molten, and the system is

amorphous. Fig. 7(b) shows the volume fraction of

amorphous iPP as a function of temperature. Below
140 8C, the density profiles at the interface are very steep,

whereas above 150 8C, the profiles are broad and smooth.

This is because the crystallization is fast at low tempera-

tures, which hinders the interdiffusion, and narrows the

interfacial width. This result can also be gleaned from the
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profile of the volume fraction of crystalline iPP shown in

Fig. 7(c). At 150 8C, the crystallization is very slow (due to

the small degree of supercooling), and the crystals are not

observed even after 8 h. At this condition, interdiffusion

dominates crystallization, and there is no barrier to

interdiffusion (since the system is miscible). Therefore,

the behavior at the interface is similar to that at an

amorphous polymer interface (see the profiles at 150 and

160 8C in Fig. 7(b)). Below 140 8C, crystallization rate

increases with the degree of supercooling, and the crystals

grow fast. Thus, at low temperatures, the crystallization

dominates interdiffusion, and hinders the interdiffusion.

These effects are quantitatively captured by the model.

The interfacial width as a function of temperature can be

calculated from the volume fraction profiles by using the

following expression [64].

vaðxÞ ¼
1

2
1þ tanh

x

l

� �
(34)

here, l is one-half of the total interfacial width. We use the

profiles of the volume fraction of amorphous PE to fit the

hyperbolic tangent equation and extract the interfacial width

(2 l). Table 3 shows the interfacial width obtained from Eq.

(34) as a function of temperature. The theoretical interfacial

width can be estimated from Eq. (5) [26]. The value of cc in

Eq. (5) is 1.75!10K3, and c can be calculated from Eq. (35)

[23].

cs ¼
c2iPP þ c2PE

2

� �1=2

(35)

here, ciPP and cPE are the segment lengths of iPP and PE, and

taken as 6.50 and 2.55 Å, respectively [1]. The interfacial

width calculated by using Eq. (5) is slightly larger than the

interfacial width predicted by the kinetic model because Eq.

(5) was derived for amorphous polymer interfaces. The

interfacial behavior of semicrystalline polymers depends on

the competition between crystallization and interdiffusion

[29]. At low temperatures, crystallization is fast, and hinders

the interdiffusion, which leads to narrow interfacial widths.

Table 3 also shows the comparison between the

interfacial width obtained from Eq. (34) and the exper-

imental interfacial widths (from previous TEM studies

[29]). The interfacial widths measured by TEM are much

larger since the polymers are polydisperse. As shown before

by several researchers [29,65], during annealing, small

molecules accumulate at the interface and broaden the
Table 3

Comparison of interfacial widths obtained from the kinetic model and previous T

Temperature (8C) Interfacial width obtained from the kine

120 2.8

130 3.6

140 8.0

150 9.0

160 11.2
interfacial width. Additional factors that contribute to

smaller interfacial widths from theory include concentration

fluctuations, chain end effects, distorted chain confor-

mation, and initial roughness.

As evidenced from the comparison with experiment, the

model has limitations. However, it correctly predicts trends

with respect to temperature, polymer molecular weight, and

degree of crystallinity. This model can be generalized and

extended to different semicrystalline polymer systems. By

using the Avrami equation, the kinetics of crystallization

can be quantified and incorporated into the model to study

the effect of polymer molecular weight, equilibrium degree

of crystallinity, and annealing conditions on the interfacial

behavior. This provides a quantitative understanding of the

competition between interdiffusion and crystallization and

its effect on interfacial behavior. Such an understanding of

interfacial phenomena is crucial because it is related to the

mechanical properties of the interface [16–18,66], which in

turn affects the performance of the material. The model also

captures the role of processing conditions on interfacial

properties, which has important consequences for co-

extruded materials, blends, and composites.
5. Conclusions

A kinetic model has been developed, which considers

both interdiffusion and crystallization, to predict the

interfacial behavior of semicrystalline polymer systems.

The interdiffusion coefficient is a function of blend

composition, temperature, and molecular weight and is

obtained from the fast mode theory, and the temperature and

blend composition dependence of the crystallization rate,

which is measured by optical microscopy and DSC, is based

on the Avrami equation. This model reveals that the

presence of crystallites near the interface significantly

affects the interfacial behavior, particularly interdiffusion.

Thus, long processing times, small molecular weights, low

equilibrium degrees of crystallinity, and high annealing

temperatures favor the evolution of the interfacial width

because at those conditions interdiffusion dominates crystal-

lization. The interfacial width extracted from the concen-

tration profiles is qualitatively consistent with that measured

by TEM. The model provides new insights on the various

phenomena that control interfacial behavior in
EM studies [29]

tic model (nm) Interfacial width measured by TEM

(nm)

w0.0

17.6

35.6

42.5

49.0
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semicrystalline polymer systems and can be used for

rational design of such interfaces.
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